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3.2. QUALITATIVE VS. QUANTITATIVE ANALYSIS
The difference between qualitative and quantitative corpus analysis, as the
cerms themselves imply, s that in quahtatve research no attempt s made to
assign frequencies to the linguistic foatures which are identificd in the data.
Whereas 0 qu;mtimtivc research we classity features, count t
construct more complex statistical models in-an attempt to cxplain what 1
arch the data are used only as a basis for identify-
and to provide ‘real-lite”

hem and even

observed, in qualitative rese
ing and describing aspects of usage i the language
examples of particutar phenoment.

As Schimied (1993) has observed, a stage of qualitative research is often a
for quantitative analysis, since, before linguistic phenomena are clas-
ategories for assification must first be identified.” But
two different, but not neces-

precursor
sified and counted, the ¢
it is more useful to consider these two as forming
sarily incompatible, perspectives on corpus data.

Qualitative forms of analysis offer a rich and detailed perspective on the
data. In qualitative analyses, rare phenomena receive, or at least ought to

receive, the same Attention as more frequent phenomena and, because the aim

led description rather than quantification, delicate variation

is complete detat
ery fine distinctions to

in the data 1s foregrounded: qualitagive analysis enables v
Lot necessary to shoehorn the data into a finite pnumber of

be drawn since it st
ot primnrﬂy classiticatory

assifications. The fact that qualitative analysis s n¢
also means that the ambiguity which is inherent 1n human language — not only

lso through the deliberate ntent of language users — cail be
he analysis: qualitative research does not foree @ potentially
antitative stylistic analysis it

by accident but a
fully recognised n €
misleading intepretation. For instance, 1 a qu
might be necessary to classify the word red as eit
(signmfying socialism or communism): in a qualitative
{ red in a phrase such as the red flag could be recog-

her simply a colour or as d

p()litical catcgorisntion
analysis both the senses ©

nised — the physical property of the flag’s colour and its political significance.
However, the main disadvantage of qualitative approaches to corpus analysis 18
annot be extended to wider populations with the same

that their findings ¢
lchough the

degree of certainty with which quantitative analyses can, because.
y representative, the specific findings of the rescarch

corpus may be statisticHl
lly significant ov more

cannot be tested to discover whether they are statistica
likely to be due to chance.
In contrast to qualitative analysis, the quantitiative analysis of a campled

corpus does allow for its findings to be generalised to a Jarger population and.

1t direct comparisons may be made between different

furthermore, it means th
ues have

corpora, at least s0 long as valid sampling and signiticance technig
been employed. Quantitative analysis thus cnables one to separate the wheat
from the chaft: it cnables one to discover which phenomena are likely to be
genuine reflections of the behaviour of a language or variety and which are

merely chance oceurrences. In the more basic task of looking non-compard
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it is true with any kind of sample that rare elements may occur in higher
proportions and frequent elements in Jesser proportions than in the population
s 2 whole — and this criticism applies not only to linguistic corpora but to any
form of scientific investigation which is based on sampling rather than on the
exhaustive analysis of an entire and finite population: in other words, it applies
to a very large proportion of the scientific and social scientific rescarch which
is carried out today. However, the cffects of Chomsky’s criticisim are not quite
«o drastic as it appears at first glance, since there are many safeguards which
may be applied in sampling for maximal representativeness.

The reader will recall from Chapter 1 that, at the time when Chomsky first
made his criticism in the 1950s, most corpora were very small entities. This was
due as much to necessity as to choice: the development of text analysis by
computer had still to progress considerably and thus corpora had still largely to
be analysed by hand. Hence these corpora had to be of a manageable size for
manual analysis. Although size — short of including the whole target popula-
tion — 1s not a guarantee of representativeness, it does enter significantly into
the factors and calculations which need to be considered in producing a maxi-
mally representative corpus. Small corpora tend only to be representative for
certain high frequency linguistic features, and thus Chomsky’s criticism was at
least partly true of these carly corpora. But since today we have powertul
computers which can readily store, search and manipulate many millions of
words, the issue of size is no longer such a problem and we can attempt to
make much more representative corpora than Chomsky could dream of when
he first criticised corpus-based linguistics.

In discussing the ways of achieving the maximal degree representativeness,
it should first be emphasised once again that in producing a corpus we are
dealing with a sample of a much larger population. Random sampling tech-
niques in themselves are standard to many areas of science and social science,
and these same techniques are also used in-corpus building. But there are
particular additional caveats which the corpus builder must be aware of.

Biber (1993b), in a detailed survey of this issue, emphasises as the first step
in corpus sampling the need to define as clearly as possible the limits of the
population which we are aming to study before we can proceed to define
sampling procedures for it This means that we should not start oft by say mng
vaguely that we are interested in, for instance, the written German of 1993, but
that we must actually rigorously define what the boundaries of ‘the written
German of 1993 are for our present purpose, that is, what our sampling
frame — the entire population of texts from which we will take our samplies =

is. Two approaches have been taken to this question in the building ot corpord
of written language. The first approach is to usc a comprehensive bibliograph-
ical index. So, for ‘the written German of 19937, we might detine our samphing
frame as being the entire contents of an index of published works in German
for that year. for example, the Deuische National-Bibliographic. This is the
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according to their theoretical perspectives on linguistic ‘\f';ll'lilt;(?‘l‘ll. R
Having defined the population, one m.‘cds_ to dctcﬁnl]]c whic ; s:m‘;} ‘L‘ .“ jlt
are most representative of ig, both in terms of the optlm'nl l(';(gthi(.) c?c‘l s1 )}m
text and the optimal number of texts which should be 1'11(‘\'udc.¢ n t}; u:rgti,ti
Both these figures are ultimately dependent on the dlstrlbut}(.m of] 1115_,}115) ‘
features within the population, that is, what is the pmb;lblhlty) t/mt{ )1:;:
sunples of length n will contain proportionately the same nu;m )sr (1.11u c‘l,ld |
bution of examples of particular items as the Fotal p.OpUL\U-OI]. _In 1 Pl (>1t }\]l \
Biber found that f?cqucnt items are stable n thetr dlstnbut]onf ;‘mi ;IZ:\:
small samples are adequate for these. Rarer features on the f)th;x mc mﬂw
more variation in their distributions and consequenty require (:r(gil ;Im}l .)
if they are to be fully represented in the corpus, as de Haan (1 )‘);){ nas a} 5(
()IWSCI‘;’t‘Li. In terms of such rarer features, thg:rctorc, we can pmlmps (1Lj111t that
Chomsky’s criticism of the small corpora of the 19505 was a valid one. -
Biber notes that the standard statistical equations which are used to L_L‘t?i
mine these optimal sample lengehs and sample numbcrs are PT()Plsl,,nlAt:/:h::\l
corpus building (1993b). This 1s because they require two st;;tl:{l(d‘ t: ms‘
which cannot be computed for a corpus as a whole: standard deviations,
which must be calculated for cach i1’1divi}hl;\l fcaturc: ;m‘d tolerable\erl{otx
which will vary according to the overall frequency of a fcatu@. The\scy V(‘l utu
are, therefore, problematic, since a corpus, unless collccth tor m?v :pu: (1;‘
purpose, is normally intended for use in r‘csca.rcl'l on many (.lm‘ucf)‘t Lluu\n\
language. Biber’s suggestion in this situation is that the n]()st'unwlscrw‘\‘n‘x m;\ft
of ensuring representative samples is to base the computations on )t‘u \17’~ !
widely varying feature. With regard to sample lengths, taking samp]kf O-f).\l;:()
which are representative of that feature should mean th'at_thc %‘ml? ‘L.\._ingmti).n
representative ot those features which .show less vnrmtu)n‘ 1T)‘ )L 1}01’)‘1““0].1
Similarly, with the number of texts within cach go.m'c, the dc\t_,ﬂlug oh \v‘n : o
on that feature which occurs within given genres is used to scale the numbe
of texts required to represent cach genre. o N
It will be appreciated, then. that corpus san»1ph}ng 18 b\ no n‘lca‘n‘sla“ .1 ;l_;\u
forward exercise. Howeyer, the constant ;1pphc;\t101? of Strlut-;\tﬁtlstlft ; _}1“_””
dures should ensure that the corpus is as 1'cprcsc>‘nt;1Atwc as possible of the larg
population, within the limits imposed by pmctlc;}hty. A
One way of supplementing these pr()ccduu?s ‘tm‘ cn-h;mu_ng the 1(}‘\’ x‘ " .m_
tveness ()T.C()l‘p()l‘;l is the use ot dispcrsion. St;}tls‘tlcs. Dﬁpcrsum 18 .’\vnjg‘\s‘uw o
how evenly distributed the occurrence of a feature 18 1n a text or €on pn{l\ o
example, whether its appearance is restricted mainly to a few plac L-\ or W ,1:1 "
it occurs much more widely. Frequency alone cannot be a measure of t> I ;;(,
ity: in a corpus of ten genres, two words might bothv have a tr%‘qmniy f,”‘l;,c\-
but one of these words might have two occurrences cach of tl‘n‘ ﬁul _t o
whereas the other's 20 occurrences might all be concentrated within a sing

: ; vvre] 1o s W (\ﬁcll
cenre. Dispersion can thus tell us how typical a word is and not just he
5 :
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1t occurs: it can serve to counterbalance the conce

rn, voiced amongst others by
Chomsky,

about the potential skewedness of corpora. To take
obvious examples, we might expect the words ‘the’
and quite evenly, distributed, whereas a word sucl
only rarely outside certain text types — e.g. crime

a couple of fairly
and*and’to be very widely,
1 as “autopsy” would occur
reporting, crime fiction and
medical writing — but might occur very frequently within those text types. We

can also use dispersion to examine the distribution of different senses of the

1ch are more specialised.
The most reliable dispersion measure has been found to be Juilland's D
coefticient (Lyne 1985). For this equation and a brief discussion of it in the
context ot other dispersion measures, see the vol
(Oakes 1998: 189-92).

same word — i.c. which are the most typical and wl

ume by Oakes in this series

Dispersion measures, though used in carly computer-based work on word
frequencies (sce the discussion of Juilland’s work in Chapter 1)
rather neglected in modern corpus linguistics, but have in tl
come to prominence again — see, for example, the stud

De Cock et al. (1998).

, have been
1e last few years
y of fixed expressions by

3.4. APPROACHING QUANTITATIVE DATA

In the preceding sections, we have seen the value of suppleme
analyses of language with quantitative data. We have also seen why corpora in
particular are of value for quantitative linguistic analysis. But it shoul
that the use of quantification in corpus linguistics typical
simple counting: many sophisticated statistical techniques
both provide a mathematically rigorous analy

nung qualitative

d be noted
ly goes well beyond
are used which can
sis of often complex data — one
might almost say, colloquially, to bring order out of chaos
show with some degree of certainty that ditferences be

languages and so on are real ones and not simply a fluke
dure.

—and be used to
tween texts, genres,
of the sampling proce-

In this section we introduce briefly some of the quantitative
are of most value in working practically with corpora. But be
We must raise two notes of

methods which
fore we move on
caution. First, this section is of necessity incom-
plete. There are very many statistical techniques which have been. or can
potentially be, applicd to corpora and space precludes coverage ot all of ¢l

1.
Instead we have chosen to concentrate on those wi

1ich we consider to be the
Most important and most widely used. Second, we do not
A complete step-by-step ‘|
cal te

aim here to provide
how to do 1t guide to statistics. Many of the statisti-
chniques used in corpus linguistics are very complex
the uge of computer software for them to be made mana
Mathematics fully we would need something approact
each technique. What we have done instead

Mathematics ag possible what cach te
val

and most require
geable. To explain the

ing a ftull chapeer for
15 to try to outline with as lictle
chnique does and why it is of practical
ue to the corpuy linguist. Other books in the Edimburgh Textbooks in
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